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ABSTRACT

Recently, volumetric video based communications have
gained a lot of attention, especially due to the emergence
of devices that can capture scenes with 3D spatial informa-
tion and display mixed reality environments. Nevertheless,
capturing the world in 3D is not an easy task, with capture
systems being usually composed by arrays of image sensors,
sometimes paired with depth sensors. Unfortunately, these ar-
rays are not easy assembly and calibrate to non-specialists for
use, making their use in volumetric video applications a chal-
lenge. Additionally, the cost of these systems is still high,
which limits their popularity in more mainstream communi-
cation applications. This work proposes a system that pro-
vides a way to reconstruct the head of a human speaker from
single view frames captured using a single RGB-D camera
(a Microsoft’s Kinect 2 device). The proposed system gen-
erates volumetric video frames with a minimum number of
occluded areas and missing parts. To achieve a good quality,
the system prioritizes the data corresponding to the partici-
pants’ face, therefore preserving important information from
speaker’s facial expressions. Our ultimate goal is to design
an inexpensive system that can be used in volumetric video
telepresence applications and even on volumetric video talk-
show broadcasting application.

Index Terms— 3d telepresence, 3d immersion, point
cloud, point cloud registration, object reconstruction, volu-
metric video

1. INTRODUCTION

Currently, there a several volumetric video systems, like for
example the 8i [1] and the Microsoft’s systems [2]. Instead of
using video-based processing techniques, some real-time 3D
volumetric video systems use either a mesh or a point-cloud
format to represent the 3D objects, which allows for a full
3D representation of the objects in the scene. Unfortunately,
given the order and topology of the 3D-frames, the computa-
tional complexity of these systems is high [3]. In other words,
the acquisition of a complete and accurate 3D representation
of scene objects using the current 3D systems is not an easy
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task, given that these systems are usually composed by an ar-
ray of calibrated sensors. It is worth pointing out that, unlike
in regular 2D video applications, the 3D objects need to be
reconstructed after the the acquisition.

Volumetric scene completion from single view RGB-D
capture is also proposed by [4], which uses large categorized
3D models for object shape retrieval. Song [5] proposed a se-
mantic scene completion, which uses a 3D convolutional neu-
ral network trained with large 3D scene datasets (E.g. 45,622
houses with 775,574 rooms). Yang [6] uses a generative ad-
versarial network to reconstruct objects from a single view
capture and uses large databases to train the network, and
claims to be the state of art in its class. Instead of using
a deep learning approach, our work relies only on fast geo-
metric transformations, so it is fast and does not necessarily
require a powerful GPU, like the deep learning implementa-
tions require. Yang proposes the highest resolution among
the deep learning based volumetric reconstruction methods
of 2563 voxel space, while we propose to support at least
a 10243 voxel space and more than one million of voxels,
taking as reference the volumetric video test material sent
ISO/IEC/MPEG Point-Cloud Compression group by 8i [1],
which has frames of up to 10243 voxel resolution and typi-
cally more than one million occupied voxels. Voxelized point-
cloud is a type of point-cloud used to represent solid objects,
where each element is small cube, called voxel, analog to the
pixel for 2D images dimension [7].

The proposed framework for volumetric reconstruction
first creates a complete volumetric representation of each
person’s head which will join a volumetric video session. For
this, we use a methodology based on the Truncated Signed
Distance Function [8] and Kinect Fusion [9], which assem-
bles the volumetric 3D object representation by moving the
capture device around the object (in this case, a person).
Then, the volumetric model of the person’s head is stored, in
a point-cloud format.

With the volumetric model of the person’s head stored,
and assuming that (1) the back of the head of the person is
non-deformable; (2) the speaker is looking ahead during most
of the time, allowing the RGB-D camera to capture the mouth
and eyes of the speaker; and (3) self-occlusions do not occur
often, we reconstruct the whole head of a speaker in order
to be used for 3D telepresence. This way higher dynamics



of the object (mouth, nose, eyes) are fully present in the re-
constructed 3D volumetric stream, and instead of methods
specific for the human body (eg. [10]), our proposal can be
extended to many types of objects where the dynamics are
mostly present in just one face of the object.

The big advantage of the proposed reconstruction system
is its simplicity in the capture setup. The proposed system
uses for volumetric capture just one RGB-D capture device to
reconstruct a 3D representation of a human figure (speaker),
greatly simplifying the acquisition procedure in applications
like mixed-reality volumetric video teleconferences.

The proposed solution can be used not only in live two-
way communication, but also in volumetric video broadcast-
ing and Internet volumetric video services where the a person
is giving a speech, giving a class, presenting the news or play-
ing an online game in volumetric video format. The rest of
this article is composed by a section which describes the pro-
posed system, followed by the results and finally by a section
with the conclusions obtained.

2. PROPOSED SYSTEM

This section describes the proposed framework, and is com-
posed of the following subsections: 3D model capture, 3D
reconstruction and implementation and experimental setup.

2.1. 3D Model Capture

The proposed framework first creates a complete volumetric
representation of the upper body of a person. For this, we use
a methodology based on the Truncated Signed Distance Func-
tion [8] and Kinect Fusion [9], which assembles the complete
3D object by moving the capture device around the object.
Figure 1 shows an example of a captured model.

Fig. 1. 3D captured model.

Not only the model is captured and stored in point-cloud
format, but also two segmented parts of it are extracted and
stored. One point-cloud extracted from the model is nose in-
formation and its neighboring region, including the eyes. The
other stored point-cloud is the back of the head. The seg-
mentation process uses maximum or minimum depth heuris-
tics (depending on coordinate system) to identify each region.
Figure 2 shows the segmented point-clouds extracted from a
model.

Fig. 2. Nose and adjacency (bottom) and back of the head
(top) point-clouds extracted from the model.

The 3D model is used in the reconstruction process where
it is registered and merged to the point-cloud frame captured
live from a Kinect device.

2.2. 3D reconstruction

After the model is captured, the proposed volumetric object
reconstruction from a live capture system can start. A pre-
processing is performed on each captured RGB and Depth
frame pair:

• For each RGB and Depth frame pair captured, an align-
ment is necessary because the timestamps of the color
and depth frames differ between 10ms to 20ms, which
although less than a frame period (∼33ms at 30fps);

• The RGB and Depth frames are converted to point-
cloud, with camera coordinates converted to world co-
ordinates, using Kinect’s intrinsic parameters, as shown
is Figure 3;

Fig. 3. Point-cloud from live single view capture.

Then the volumetric object reconstruction is performed as
follows:

• The point-cloud obtained from the live feed has its nose
and adjacent areas segmented;



• A transformation matrix is computed between the seg-
mented “face” from the model and the segmented input
point-cloud, using a fast global registration method that
is computed;

• The segmented “back of the head” from the model is
transformed using the computed transformation matrix;

• Finally, the transformed 3D model and live captured
point-cloud “nose areas” are merged and the live re-
constructed volumetric video frame is created.

The algorithm can be described in the following steps: (1)
model is captured and stored in point-cloud format, as pre-
viously explained. Then the model is segmented (2), with
the front face of the human head and the back of the head
stored separately, by the application of a method which uses
the depth information from the sensor as heuristic to identify
the regions. This function is used to further optimize the com-
putation efficiency of the registration between the model and
the input live volumetric stream. After the initial two men-
tioned steps, for each captured pair of RGB and Depth frames,
a step (3) is performed to align the captured RGB and Depth
frames, because we realized that the timestamps of the color
and depth frames differ in the range of 10ms to 20ms, which is
less then a frame period which is approximate 33ms at 30fps,
but still makes the registration of the RGB and Depth frames
important, especially for high speed movements. The aligned
RGB and Depth frames, together with the camera parameters,
are converted (4) to point-cloud format. Then, in a similar ap-
proach of step 2, the point-cloud obtained from the live feed
has its nose and adjacency segmented (6). Then, by the ap-
plication of a fast global registration method [11] (7) between
the segmented model and the segmented input point-cloud,
a transformation matrix is obtained. Finally (8), the back of
the head from the model is merged with the segmented live
point-cloud input frame. Figure 4 shows the reconstructed
point-cloud.

Fig. 4. Reconstructed point-cloud using the proposed recon-
struction from single view RGB-D input.

Using this framework, the higher dynamics of the object
(changes in the mouth, nose, and eyes regions) can be fully
represented in the reconstructed volumetric video stream. The
proposed system aims to generate volumetric video frames
with a minimum number of occluded areas and missing body
parts.

At the heart of our approach is a fast global registration
algorithm [11] which aligns a pre-processed 3D model to a
pre-processed point-cloud obtained directly from the RGB-
D frame from Kinect. Then the model aligned with the live
single view 3D input are merged to re-create the head of the
telepresence participant.

2.3. Implementation and Experimental Setup

The proposal is implemented in C and C++1, and the code
contains operations to perform the basic point cloud opera-
tions, like geometric transformations, point to point distance,
crop and merge. The following libraries were used for the de-
velopment of this work: OpenKinect’s project libfreenect and
libfreenect2 [12], for Kinects support, and Open3D [13], for
the registration implementation among other useful volumet-
ric data structures Open3D library provides. The proposals
were tested in both a high-end computer and a notebook com-
puter. The high-end computer is a dual eight-core (32 SMT2)
Intel Xeon E5-2620, with 80GB of RAM memory and two
video cards, a NVidia Quadro P6000 and a NVidia GeForce
GTX 1080. The notebook computer is a Lenovo ThinkPad
T430 with a dual-core (4 SMT) Intel Core i5-3320M with
8GB of RAM with an external NVidia GTX 1080 GPU (see
fig. 5). The notebook setup is also used when capturing out-
side the laboratory.

Fig. 5. Partial view of the notebook with an external GPU
attached (left) and the Kinect 2 connected to the notebook
computer used for capture outside the laboratory (right).

Early development was done using a Kinect 1 device,
but the authors decided to proceed the development with the
Kinect 2 device, which uses a time-of-flight ranging tech-
nology, as opposed to structured light based Kinect 1 [14].
Kinect 2 is also the most widely used RGB-D capture device
for volumetric video production. Kinect 2 has a 1920x1080
RGB camera and its time-of-flight range sensor outputs a
512x424 depth frame. The depth sensor support distances
of 0.5m to 4.5m, and provides a field-of-view of 70.6◦ by
60◦ (HxV), with millimeter accuracy, providing a better ac-
curacy and less noisy output than the structured light based
Kinect 1. Nevertheless, code was developed to interact with

1Implementation source code available on request.
2SMT: Simultaneous multithreading permits current CPUs to share CPU

resources among 2 independent threads, improving the overall performance.



both versions of the Microsoft’s RGB-D sensor, and works
as expected with both devices. The provided RGB frame by
Kinect 2 is scaled and chopped to match the 512x424 depth
resolution.

3. RESULTS

Our tests show that each captured frame is processed, on av-
erage, under 33ms (the CPU used was a 16-core Intel Xeon
E5-2620 at 2.1GHz). This acquisition and processing time
guarantees that a 30fps input can be processed in realtime.

More specifically, our system is a computationally fast
volumetric video system that reconstructs 3D representations
of the speaker in real-time using a consumer CPU, with room
left for optimization like GPU processing offload. The pro-
posed method allows a better mixed reality experience when
compared to incomplete and open volumetric representations
produced by using just one RGB-D capture device. Our pro-
posal aims to recreate a complete volumetric representation
of each person in the teleconference session.

Similarly to methods that recreates a complete human
body (eg. [10]), the proposed framework can be extended
to capture different types of objects, for which the changes
occur mostly in one side/face of the object.

One contribution of the proposed system is the design of
a CPU efficient volumetric video system, which uses state-
of-art registration techniques, put together to allow an effi-
cient 3D capture setup for volumetric video communication
systems, with real-time 3D object reconstruction from single
RGB-D device. Obviously, one main concern of this work is
achieved by providing a solution which can capture volumet-
ric video using a very simple setup.

4. CONCLUSIONS

We show that it’s possible to create volumetric video using a
simple single RGB-D capture device connected to available
hardware. Nevertheless, our approach still face challenges.
Pre-processing steps made to the point-clouds before the reg-
istration step are very important for quality and real-time ex-
ecution. Also the fast global registration technique incurs,
sometimes, in an imperfect transformation matrix.

Concerning the quality of the reconstructed volumetric
video frame, It’s possible to notice that in the examples there
is a small color temperature difference between the model
(more sun was coming through the window at the moment
of the capture) and the selected RGB-D frame. Also, there
are blending artifacts, which can be clearly seem in Figure 6.
A blending issue, for example, is found where the hair starts
in the head, caused by the under sampling near the edges of
an object.

In the case of our implementation of volumetric recon-
struction using a single RGB-D capture device, we also re-
alized that, apart of the registration step, an improvement re-

Fig. 6. Reconstructed volumetric video frame from single
RGB-D sensor where it’s possible to notice blending artifacts.

lated to lighting changes and the blending of the model with
single view frame needs to be addressed. The first problem
should be addressed by an algorithm to monitor and com-
pensate light changes. The blending problems will be ad-
dressed with the development of a smart voxelization proce-
dure which will correctly blend point clouds into one vox-
elized [7] point cloud. The blending will be able to prioritize
selecting voxels from one point-cloud over another, which is
important for our reconstruction method from single RGB-D
input and also for any future work with multiple RGB-D cap-
ture devices working in parallel.
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