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Abstract

Volumetric video is a core underlying technology for emerging Mixed Reality systems.
What was previously available for a glimpse only in science fiction movies and futuris-
tic predictions, now with the ongoing research on volumetric video capturing, coding and
presentation, realistic mixed reality experiences are close to become a reality. At the same
time, computer generated holography and other digital 3D projection techniques start to
became more common and affordable. The emergence of solutions for capturing volumet-
ric video and devices which can display volumetric video mixed with the real world are
paving the way to a new media, where a real object and its volumetric virtual image are
indistinguishable. In this text we make an analysis of the state of the art in volumetric
video technologies related to creating mixed reality experiences, and propose some tech-
nical novelties in order to allow a more broad development and adoption of volumetric
video applications. Considering the current challenges of capturing volumetric objects or
scenes, it is proposed a system for capturing volumetric content from a single RGB-D
capture device. Motion estimation, a key element for allowing compression of dynamic
elements, is also addressed with a global motion estimation method for volumetric video.
An adaptive volumetric video transmission method for packet-switched networks is also
covered and, finally, a volumetric video metric for quality evaluation initially made for
mesh is being adapted to work with voxelized point-clouds. The methodology of appli-
cation of the metric to evaluate Mixed Reality volumetric content is also included. The
ultimate goal of this work is to provide elements for the dawn of realistic mixed reality

applications, be it a tele-conference, a distance learning class, or a volumetric talk-show
TV broadcast.

Keywords: RBG-D, volumetric video, point cloud, mesh, virtual reality, mixed reality
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Chapter 1
Introduction

Volumetric video is the technology behind all new immersive Mixed Reality (MR) systems
which are being developed or are already available. Different from 2D video, volumetric
video represents the 3D surface of objects, adding geometric coordinates to each color
component present of a scene. In order to enable Mixed Reality (MR) applications, a new
set of algorithms and techniques are being developed and standardized, along with efforts
to launch new hardware for capturing, processing and presenting volumetric content in a
MR experience. It is expected that a MR system is able to blend real world and virtual
computer-generated graphics in a realistic way.

The concept of Mixed Reality was introduced by Paul Milgram and Fumio Kishino [3],
and its defined in terms of the Virtuality Continuum, where a Mixed Reality environment

lies anywhere between the extremes of the Virtuality Continuum, as shown in Figure 1.1.

[ Mixed Reality (MR) |

~ -
Real Augmen ted Augmen ted Virtual
Environment  Reality (AR} Virtudity (AY)  Environment

Virtuality Continuum (4 C)

Figure 1.1: Milgram’s simplified Mixed Reality definition in terms of the Virtuality Con-
tinuum.

Volumetric video, the media representation of current MR experiences, cannot be
easily captured as it relies on 3D reconstruction of each scene, instead of just a single
view of it, like in 2D video. In traditional video, a CCD! or CMOS? based light sensor
produces a 2D array of pixels after an analog to digital conversion process, whereas for

volumetric videos there is a need for a reconstruction process, which makes use of range

1CCD: Charge-Coupled Device.
2CMOS: Complementary Metal-Oxide semiconductor.



sensors and is based on the structured light or the time-of-flight sensing technology. An
illustration of this reconstruction process is shown in Figure 1.2. In the future, instead
of capturing the world as color and geometric shapes, the light field itself will be able to
be recorded with all its amplitude and phase information, and reproduced, for example,
through near-eye [4] or retinal [5] light field holographic projectors. Instead of volumetric
elements (voxels), holographic elements (hogels) will be used.

Volumetric visual content can be experienced in head-mounted displays (HMD), 3D
flat screens or through holographic projectors. Considering their general availability and
the possibility to create mixed reality experiences, the focus in this text is on head-
mounted displays, especially the ones which allow mixed reality experiences. Typically,
HMDs are classified in two types depending on the experience provided: Virtual Reality
(VR) or Augmented/Mixed Reality. The VR type presents the volumetric graphics in
a screen inside an opaque device, where there is no blending of real and virtual. The
Augmented or Mixed Reality types allow for the users to visualize both real world and

computer generated content, as shown in Figure 1.3.

Depth sensor

Depth sensor

Figure 1.2: User with a Oculus Rift VR glass interacting with another user, while being
captured by a setup of three (one hidden) RGB + Depth Microsoft Kinect sensors. A
synthesized scene with the two users is shown in the TV in the back.

In order to create a mixed reality environment, interactivity is paramount, and an
HMD needs to provide a 6 degrees of freedom to the user. This requires additional
sensors to track the head position and the eyes of the user. Also, it is necessary to have
sensors to map the external world, which allows the HMD device to know where to project
a volumetric element in the field of view of a user, as illustrated in Figure 1.4. To present
a smooth and realistic blend between real and virtual worlds, mixed reality HMD devices
must account on user’s localization, eyes and head tracking, and external world mapping,
allowing a user to have infinite ways of visualize a scene, given that 6 degrees of freedom

are allowed.



Figure 1.3: User viewing a remote located kid though a MR device. Top left shows the
real scene and bottom left the way the scene is viewed in the Microsoft’s MR HMD, called
HoloLens.

Figure 1.4: Magic Leap One mixed reality head-mounted device. In the image it’s possible
to see some of the many sensors the device has, including depth sensor.

Volumetric video has many use cases, like for example a live multi-party volumetric
video conference, where each person in the conference has it’s own volumetric video cap-
tured and transmitted, while receiving volumetric streams from other participants (e.g.
Microsoft’s Holoportation [6]). It is worth pointing out that volumetric video allows a
more accurate representation of the world, being extremely useful for industrial, medical,

educational, gaming and recreational applications, among other purposes.



Currently there is a standardization effort by a joint ISO/IEC/MPEG group (See [7])
to launch more than one codec for dynamic and static volumetric imagery. Despite this,
other advances in fields like volumetric video capture, production and exhibition also need
to improve to allow proper real world implementations of 3D immersive experiences with
six degrees of freedom interactivity.

This work has the objective to fill some of the gaps which prevents realistic Mixed
Reality experiences outside expensive laboratories. Considering that most algorithms
available use volumetric video created from an array of cameras, which is a much more
expensive setup, the proposed algorithms can be used in practical scenarios, where users
do not have access to expensive equipment. Also a new motion estimation method based
on registration of solid bodies is proposed, which is designed to improve the coding rate of
a volumetric video. An adaptive volumetric video transmission method is also proposed
for networks without guaranteed bandwidth reservation, and, finally, in order to evaluate
the quality of volumetric video content, a new objective metric for volumetric video quality
assessment is proposed.

The main contribution of this work is the development of new algorithms and methods
for volumetric video, with focus on enabling simple setups, like one with a single RGB-D
capture device is available for volumetric reconstruction.

This document is organized in the following chapters: this introduction, a second
chapter with a theoretical overview, followed by the proposal and early results of this

doctoral work, then a forth chapter chapter with conclusions and a work plan schedule.



Chapter 2

Volumetric Video Theoretical

Overview

This chapter contains an overview about volumetric video, a review of the RGB-D sensors

used to create the volumetric video, and a discussion about quality evaluation methods.

2.1 Volumetric video overview

Real-time 3D volumetric video systems use either a mesh or a point-cloud format to
represent the 3D objects. Unfortunately, given the order and the topology of the 3D-
frames, the computational complexity of these systems is higher then 2D video [8]. It is
worth mentioning that the data acquired from one or more RGB-D sensors does not have
surface information, only color information for different 3D coordinates.

Point-clouds are composed of 3D coordinates plus color and sometimes also other at-
tributes like surface normal and reflectance, while mesh also contains polygonal surfaces
connecting the points. By being a simpler representation, point-clouds are usually pre-
ferred for real-time applications. Indeed, voxelized point-clouds are pretty much being
used in state-of-the-art codecs being developed for volumetric video [1] [2]. A voxelized
point-cloud is a point-cloud where its 3D points are converted to voxels, which are 3D
small boxes in a 3D grid of a bounded region. A correctly voxelized point-cloud can be
used to represent solid objects [9], but an incorrectly voxelized point-cloud might present
empty voxels (holes) between each occupied voxel, allowing an user to see through an
object, thus reducing the quality of experience. A mesh representation, obviously, does
not suffer from this problem.

In 3D computer graphics field, 3D polygon meshes are being used for decades to
represent 3D object volumetric data. However, point-clouds are simpler to obtain than

3D polygon meshes, as surface reconstruction does not need be computed. Point-clouds



have a more compact representation, as they do not store any connectivity among the
points, so they are more computationally efficient, a relevant aspect for real-time systems.

An important data structure which is very popular to represent a point-cloud is the
octree [10] [11]. Octree partitioning keep diving a volume in small sub-volumes, while there
is one or more points inside the volume, as presented in Figure 2.1. Other data structures
exist, like spanning trees [12], binary trees [13] or based on a graph representation [14],

but by far, octrees are the most popular.

o) root layer -y
==\ B e =
P oy second layer . S
) ) - O 3]
AN N target layer |
[ e LNy .

e O
g8 kY I\. N,

Figure 2.1: Two variations of octree, in the left a traditional octree partitioning where
cubes with points are divided until a target layer is reach, and in the right an octree
approach where partitioning a cube is based on split decisions, for example, based on
RDO (Rate-Distortion Optimization).

Volumetric objects can also be segmented and then projected into 2D frames to be
encoded as common 2D image or video [15] [16]. As detailed by Schwarz [7], most of
today’s volumetric video coding systems still rely on standard 2D video codecs available
in current hardware. As a consequence, volumetric video is obtained by projected 3D data
in 2D images and the projection and geometric parameters are transported as metadata.
Schwarz mentions that compression solutions for volumetric video representations are
poor in both spatial and temporal dimensions, being motion estimation in 3-D space an
ill-defined problem. Nevertheless, many new codecs for voxelized point-clouds are being
proposed [1] [2] [17].

As mentioned earlier, capturing the world in 3D is not an easy task. Most of the
currently available work suggest the use of at least 3 RGB-D sensors for a fair volumetric
reconstruction [18]. The difficulty in assembling and calibrating such an array of RGB-D
sensors limits their popularity in more mainstream communication applications. Previous
to the availability of affordable RGB-D sensors, multi-view stereo based volumetric recon-
struction was typically used. Stereo based volumetric reconstruction relies on captured
views from different cameras to extract the volumetric shape from an object [19]. This
area is a pretty mature field of research, but has its limitations due to inherent absence
of real captured depth data.

Although there is a lot of work in the field of volumetric video reconstruction, the
reconstruction of 3D objects from RGB and Depth frames still faces many challenges, like

for example, noisy and missing data acquired from the sensors [20] and lighting differences
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between sensors. The reconstruction methods available to obtain of a volumetric content
from multiple RGB-D capture devices is examined in depth by Berger [20], which first
classifies reconstruction methods in relation to point-cloud artefacts, like missing data,
misalignment and non-uniform sampling, and input requirements, like presence or not
of surface normals. The mentioned techniques of surface reconstruction, as pointed by
Berger, has grown from methods that handle limited defects in point-clouds reconstruc-
tions, to methods that handle substantial artefacts, and he also discusses about a growing
development of data-driven reconstruction algorithms, which use large priors database
and allows for a method to identify classes and properties of objects. As explained, re-
construction can use the color and geometric data from sensors only, but also use prior
information. Firman et at. [21], for example, proposes a structure prediction of unobserved
voxels from single depth image by employing classes of 3D mesh models used as reference
for the reconstruction. Alexiadis et al. [22] also proposes a reconstruction method specific
for human performance reconstruction, while Boldi et al. [23] proposes a method specific
for face reconstruction. On the specific case of 3D volumetric face reconstruction, some
other approaches uses just 2D color images as input also, like in [24] and [25].

Concerning deep learning approaches for 3D shape generation and completion, 3D
ShapeNets [26] uses deep learning to train a 3D convolutional network from a shape
database, and complete or repair shapes, including broken meshes [27]. Other work
which uses deep learning for object shape reconstruction includes Rock et at [28] and
Song et al.[29], all with a similar approach, using deep learning knowledge acquired with
volumetric objects data-sets.

There is in the literature, a few works that perform a 3D scan using a single consumer
grade RGB-D. Among these, is that work of Hernandez et al. that implements a 3D face
scan using a single RGB-D device [30]. Also, prior Kinect Fusion work [31], provides tools
for performing a good quality 3D scanning using just one RGB-D sensor. Kinect Fusion’s
technique consists of rotating the camera or the object in order to capture all its faces.

An interactive mixed reality experience can have interactive synthesized 3D objects
with pre-defined behavior. Interactive 3D objects can be described through a cause and
effect paradigm as provided by specific domain languages, like NCL (Nested Context
Language) [32], for both Augmented and Mixed reality experiences.

2.2 RBG-D sensors overview

Current RGB-D camera devices provide at least two separate streams: color and depth
(also the captured IR frame is usually available). These streams come from different

types of sensors inside the device. Naturally, each sensor has different accuracy and



noise levels and, typically, there is no pixel alignment between the two streams. In this
work, we consider two types of RGB-D devices, which are classified by the depth ranging
technology: structured light [33] and time-of-flight based [34]. The sensors of the Kinect
1 are structured light based, while the sensors of the Kinect 2 are time-of-flight based
(See fig. 2.2 containing Kinects 1 and 2 on a tripod).

Figure 2.2: Kinect 2 (left) and Kinect 1 (right) assembled on a tripod, in the configuration
used in the capture experiments.

It is worth mentioning that the Kinect for Xbox 360 (Kinect 1) was the first widely
available RGB-D sensor. The Kinect 1 hardware, shown in Figure 2.3, comes with a
RGB camera, an Infrared (IR) projector and an IR camera. The depth sensor is based
on the structured light principle and is composed of an IR projector combined with an
IR camera. The IR projector projects a known pattern of IR dots to a scene and the IR
camera captures this projected pattern. By comparing the projected with the captured IR
pattern, the sensor can obtain the depth information [35]. The outputs of the sensor are
transmitted over the USB 2 interface and are composed of a chroma subsampled (bayer-
pattern) of 8 bit/pixel RGB and 11 bit/pixel depth streams. For a typical USB transfer
mode, both streams have 640x480 pixels at 30fps.

Kinect for Xbox One, or just Kinect 2, is a time-of-flight based device and is currently
the most widely used RGB-D capture device for volumetric video production. Kinect
2, shown in Figure 2.4, has a 1920x1080 HD RGB camera and uses a different ranging

technology when compared to the Kinect 1. It has an IR light source which emits a
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modulated square wave. With the receiver’s captured phase shift information, the sensor
can compute the depth. Kinect 2’s time-of-flight range sensor outputs a 512x424 depth
frame, which together with the RGB information, is transmitted over USB 3 bus to a
host computer. The depth sensor has a better accuracy and less noisy output than the
structured light based Kinect 1 [36].

Infrared RGB Infrared
projector camera camera

.

Figure 2.3: Kinect 1 hardware, with it’s Infrared projector, RGB camera and Infrared
camera.

Figure 2.4: Kinect 2 hardware, with it’s IR emitters, depth sensor and RGB camera.

Also relevant in the RGB-D sensors ecosystem are the ASUS’ Xtion PRO live, Oc-
cipital’s Structure Sensor and the Intel’s RealSense, which are structured light based
sensors [37]. Other time-of-flight based sensors exist, but (unlike Kinect 2) are more ex-
pensive and do not always come with an embedded RGB camera. One example is the
Fotonic or SwissRanger sensors [38]. An interesting research project by Carnegie Mellon
and University of Toronto is the EpiToF, which consists of a time-of-flight sensor that
can block ambient light, allowing it to operate in an outdoors environment [39]. Other
simpler sensors, which claim depth estimation have stereo cameras and use software to

perform photogrammetric stereo image to depth estimate.



The accuracy and depth working range of consumer grade 3D sensors are evaluated
by Guidi [40] and Schoning [37]. Kinect 2 device seems to be have a clear advantage over
the others in terms of depth working range, which ranges from 0.5 to 4.5m, field-of-view
of 70.6° by 60° (HxV) and a good depth accuracy in the millimeter scale. Typically to
perform live volumetric video capture, a set of Kinect 2 devices are used (see [18] and

[41]), being very common in both VR and MR experiences'.

2.3 Volumetric video quality evaluation

The quality of the experience of volumetric video was addressed by Desai et al. [42]. Their
method is based on (1) global parameters that take into consideration holes and missing
parts of the human body and (2) local factors that consider the details of the represented
face, as shown in Figure 2.5. Doumanoglou [43], on the other hand, compared the relative
importance of the quality of the geometric representation and the texture resolution. They
also studied the impact of the network, studying effects of parameters, like latency. Both
Desai and Doumanoglou’s metrics are non-reference metrics and make use of deep learning

based prediction model to obtain quality scores which derive from a trained network.

Sagmentad .| Local Sagmeantaise | Weightad Local
/ Mesh Data T| Beughness Mecsures 7| Rewghress Score
Criging Open Walghts leamt Wiighted Crarcl
Humicn Mesh Dato fram user shudy ¥ hdesh Quolty Score
\ Jilhouste Crverall Emoneous | Welghted
exiraociad 7| Triongles & Holes | Holistic Scome

Figure 2.5: Desai’s learning based objective evaluation for 3D human meshes schematic.

A more traditional full-reference quality metric for geometric distortion is given by
Tian [44], which proposes a point-to-plane based PSNR. For evaluation of color distor-
tion, Queiroz [45] proposes to project the 3D object in the faces of a cube and use 2D
metrics to calculate the distortions. A follow up work of Queiroz’s full-reference metric was
Torlig [46]’s one, improving the evaluation of known 2D image metrics applied to 6 ortho-
graphic projections of a 3D object. Torlig tested PSNR (and variations), SSIM, MSSIM
and VIFP metrics, and related that MSSIM and VIFP performed best. Also Alexiou et

In this classification of VR and MR experiences, which are typically requires real-time constraints,
we exclude setups that rely on LiDAR for capture, since they operate with one depth value per sample.
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al. [47] uses 2D metrics to evaluate octree-based compression artifacts of point-clouds,
rendered as mesh objects, and concluded that the subjective results are affected by the
usage of a surface reconstruction algorithm, and that state-of-art objective point-cloud
metrics can not sufficiently predict the quality of every content in the test conducted.
Zhang [48] discuss the methodology of a subjective quality analysis, how to use cur-
rent ['TU recommendations for subjective quality assessment of volumetric content, and
presents his results, concluding geometric noise can affect more the quality than color
noise among other conclusions. Alexiou et al [49] discusses a methodology on how to
subjectively evaluate the geometric quality of point-cloud, although using very simple
synthetic objects. Other work includes Javaheri et al. [50], which who subjective qual-
ity evaluation of denoising algorithm, and concluded that point-to-plane metrics better

represents human vision quality perception than RMSE the Hausdorff distance.
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Chapter 3
Proposals and Early Results

Considering the challenges for implementation of a good quality live tele-immersion system
based on volumetric video, the focus of this work is to enable volumetric video use cases
in currently available consumer hardware. For example, a live volumetric tele-presence
communication system or a live volumetric broadcast application.

To address the challenge of a more broad adoption for volumetric video systems, in

this Ph.D. work, we propose:

e An improved algorithm for depth hole filling which uses the color differences to infer
the depth;

e A method for reconstruction of volumetric video objects from a single sensor;

e One method for global motion estimation which uses the transformation matrix

output of the registration of frames in a volumetric video;

e An adaptive point cloud transmission method for packet-switched based networks

which downsamples the point cloud to match the available bitrate in the network;

e A framework for open meshes quality evaluation will be adapted to work with vox-

elized point-clouds.

The proposals already implemented were written in C and C++, and the code contains
operations to perform all the basic point cloud and mesh operations, like geometric trans-
formations, point to point distance, crop and merge, apart of the algorithms proposed in
this text. The following libraries were used for the development of this work: OpenK-
inect’s project libfreenect and libfreenect2 [51], for Kinects support, and Open3D [52], for
the registration implementation among other useful volumetric data structures Open3D

library provides. The proposals were tested in both a high-end computer and a notebook

12



computer. The high-end computer is a dual eight-core (32 SMT!') Intel Xeon E5-2620,
with 80GB of RAM memory and two video cards, a NVidia Quadro P6000 and a NVidia
GeForce GTX 1080. The notebook computer is a Lenovo ThinkPad T430 with a dual-core
(4 SMT) Intel Core i5-3320M with 8GB of RAM with an external NVidia GTX 1080 GPU
(see fig. 3.1). The notebook setup is also used when capturing outside the laboratory.

Figure 3.1: Partial view of the notebook with an external GPU attached (left) and the
Kinect 2 connected to the notebook computer used for capture outside the laboratory
(right).

In this chapter we present the proposals and the state of its implementation and results
already obtained. The first section contains the description of framework of volumetric
video system, followed by the proposed contributions of this work. Section two contains
the proposed hole filling algorithm and, in section three, the volumetric reconstruction
method which takes as input the RGB and Depth streams from a single capture device.
Section four describes an innovative motion estimation method, while section five contains
an adaptive point-cloud sampling for communication networks. Finally, section six has
a discussion and a proposal of a metric for objective quality evaluation of volumetric

content.

3.1 Volumetric Video Framework

In order to achieve a realistic mixed reality presentation of a remote object or scene,
a complete volumetric representation must be captured. To acquire a volumetric video

stream of an object, it is also necessary to perform some data processing and volumetric

ISMT: Simultaneous multithreading permits current CPUs to share CPU resources among 2 indepen-
dent threads, improving the overall performance.
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reconstruction steps. But, currently there are some challenges for making these algorithms
work in real-time given the processing power and network constraints available today. This

is particularly true when we take into account hardware and mobile network connections.

Point Cloud creation

Depth and RGB |————

RBG stream [[— | Registration T ”‘-\i
Point Clouds Volumetric Video .
Tr
Camera parameters Registration Reconstruction [ Tonemission
Depth stream ¢
™ Hole filling

RGB-D capture pipeline
RGB-D camera P PiP

°  Other synchorized RGB-D capture

Figure 3.2: Diagram of software and hardware framework proposed in this work. The
framework includes the RGB-D capture (left) and the volumetric video reconstruction
(right). The block in green represents that contributions were are already implemented,
while the blocks in yellow represents work in progress.

Our goal in this work is to implement a real-scenario tele-immersion application, using
currently available customer hardware. The proposed hardware and software framework
includes contributions on key aspects of the volumetric video workflow. Figure 3.2 shows
the proposed framework architecture. In the figure, the parts of the framework that
were already implemented are marked in green, while the parts that still need to be
implemented are in yellow. In the next sections, we describe each of these parts of the

framework, discussing the challenges and the approach that will be used in this work.

3.2 Improved hole filling algorithm

Typically, a fast hole filling algorithm (with parallel execution capabilities) is used to
perform an initial hole filling on the depth map, which reduces the number of introduced
errors. One algorithm that is commonly used, for example in KinectFusion [31], is the
Inverse Distance Weighted (IDW) interpolation algorithm that is able to estimate an
absent Z value by computing a weighted average of the surrounding depth values [53].
Another example of hole filling algorithm is the Natural Neighbor Interpolation (NNT),
which computes the weights using a Voronoi-diagram of the depth values [54].

We propose a gap filling algorithm for the depth map that takes into account the color
information to compute the missing depth values. To maintain the parallel execution

and the independence of the spatial data, the proposed gap filling algorithm runs locally
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in spatial neighborhoods of the RGB and Depth 2D frames. The pseudo code of the
proposed algorithm is in Algorithm 1. In the proposed algorithm, if a depth value is
missing in a given X and Y coordinate of the depth map, the 8-neighborhood pixels of the
X,Y pixel in the RGB frame are compared to the color of the pixel with missing depth
value. The pixel in the neighborhood with more similar color to the pixel with missing
depth is then used as a prediction of the value used to fill the depth hole. The color frame
is not modified, but some pixel color values which were lost due to its depth value being
invalid, can now appear in the reconstructed RGB-D frame when the proposed algorithm
fills a missing depth value. As a result, the noise produced during capture is attenuated

and small holes are closed.

Data: RGB, Depth Map

Result: Depth Map after depth hole filling

rgb__ frame < registered_rgb;

depth__frame < registered__depth;

for ¢ = 0; i < width*height; i++ do

if depth_ framefi] = nil then
8neighborhood < get_8 neighborhood(rgb__frameli));
sel _neighbor < get_near__color(rgb__ frameli], 8neighborhood);
depth__frameli] < depth__frame|[sel_neighborl;

end

© o N o ;A W N

end
Algorithm 1: Description of the proposed gap filling algorithm.

The algorithm properly closes small holes and also completes small occluded regions
to the depth sensor. In Figure 3.6, the algorithm is able complete an occluded part of
nose, improving subjective quality perception.

Some simulations were carried to evaluate the subjective quality of the algorithm.
By artificially creating holes in three different positions of an example depth map of a
captured RGB-D frame, we obtained results shown in Figure 3.3, fig. 3.4 and fig. 3.5. In
Figure 3.3 and 3.5 a 5x5 depth map hole was introduced in different parts, while Figure
3.4 had a 5x10 hole added to the depth map.

This algorithm is particularly good compared to other interpolators because it uses
the color information as guidance for recreation of the depth value. The efficacy of the
proposed algorithm relies on the fact that current RGB-D sensors have a better accuracy
in the video camera than in the depth sensor. The image frames contain no holes and
have low noise and the depth frames have holes and higher noise.

In related work, for example, like in Queiroz’s MCIC [1] or Mekuria’s point-cloud
codec [2], there can be seem artifacts in the point-clouds given as example, like shown in

Figure 3.7. These artifacts can be attenuated with the proposed filter.
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Figure 3.3: Point-cloud created from the original RGB-D frame (left), a point-cloud
created with a hole in the depth map in the region of the t-shirt (center) and the view of
the point-cloud (right) after the application of the proposed algorithm to the frame with
hole (right).

Figure 3.4: Point-cloud created from the original RGB-D frame (left), a point-cloud
created with a hole in the depth map in the region of the beard (center) and the view of
the point-cloud (right) after the application of the proposed algorithm to the frame with
hole.

3.3 Single view RGB-D volumetric reconstruction

The proposed framework for volumetric reconstruction first creates a complete volumetric
representation of each person which will join a volumetric video session. For this, we use

a methodology based on the Truncated Signed Distance Function [55] and Kinect Fu-
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Figure 3.5: Point-cloud created from the original RGB-D frame (left), a point-cloud
created with a hole in the depth map in the region of the eye (center) and the view of
the point-cloud (right) after the application of the proposed algorithm to the frame with
hole.

Figure 3.6: A point-cloud created from a single RGB-D frame (left), and the same frame
after applied the proposed hole filling algorithm (right).

sion [31], which assembles the volumetric 3D object representation by moving the capture
device around the object (in this case, a person). Then, the volumetric model of the
person is stored, in a point-cloud format.

Volumetric scene completion from single view RGB-D capture is also proposed by [28],
which uses large categorized 3D models for object shape retrieval. Song [29] proposed a
semantic scene completion, which uses a 3D convolutional neural network trained with
large 3D scene datasets (E.g. 45,622 houses with 775,574 rooms). Yang [56] uses a gener-
ative adversarial network to reconstruct objects from a single view capture and uses large

databases to train the network, and claims to be the state of art in its class. Instead of
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Figure 3.7: Point-cloud examples given by Queiroz [1] (left) and Mekuria [2] (right) used
as source media for encoding experiments. Artifacts can be seem in both point-cloud
examples.

using a deep learning approach, our work relies only on fast geometric transformations,
so its fast and does not necessarily require a powerful GPU, like the deep learning imple-
mentations require. Yang proposes the highest resolution among the deep learning based
volumetric reconstruction methods of 2563 voxel space, while we propose to support at
least a 10243 voxel space and more than one million of voxels, taking as reference the
volumetric video test material sent ISO/IEC/MPEG Point-Cloud Compression group by
8i[57], which has frames of up to 10243 voxel resolution and typically more than one
million occupied voxels.

The big advantage of the proposed reconstruction system is its simplicity in the capture
setup. The proposed system uses for volumetric capture just one RGB-D capture device
to reconstruct a 3D representation of a human figure (speaker), greatly simplifying the
acquisition procedure in applications like mixed-reality volumetric video teleconferences.

The proposed solution can be used not only in live two-way communication, but also in
volumetric video broadcasting and Internet volumetric video services where the a person is
giving a speech, giving a class, presenting the news or playing an online game in volumetric
video format. The system prioritizes the data corresponding to the participants’ head,
therefore preserving important information from speaker’s face.

After the model is captured, the proposed volumetric object is reconstructed recon-
struction from a single RGB-D sensor as follows. First, an initial gap filling stage is per-
formed. Then, a fast global registration algorithm [58] is used to align the pre-recorded
3D model to a single view point-cloud (see Figure 3.8). The registration process returns a
transformation matrix which is then used to align the head model to the frame captured
by the RGB-D camera. Finally, the aligned model is used as a basis for reconstructing

the different head areas in the single view RGB-D capture. In this process, occluded parts
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are filled and the rest of the head is reconstructed.

Figure 3.8: Point-cloud view of a RGB-D frame (left) and volumetric model of human
head (right).

The systems assumes that (1) the back of the head of the person is non-deformable; (2)
the speaker is looking ahead during most of the time, allowing the RGB-D camera to cap-
ture the mouth and eyes of the speaker; and (3) self-occlusions do not occur often, which
allows the head of the speaker to be completely reconstructed. Using this framework, the
higher dynamics of the object (changes in the mouth, nose, and eyes regions) can be fully
represented in the reconstructed volumetric video stream. The proposed system aims to
generate volumetric video frames with a minimum number of occluded areas and missing
body parts.

The psedocode in Algorithm 2 describes the algorithm proposed for reconstruction

process from single RGB-D capture device.

Input: volumetric pre-captured model, RGB input stream, Depth input stream
Output: recontructed volumetric point-cloud frames

1 model__pc < pre__captured__model

2 model__face_pc < get__face(model__pc)

3 model_no__face <— model__pc — model__face_pc

4 while rgb_d_ camera__state = capturing do

5 color < input_rgb

6 depth < input__depth

7 color <+ registration__get__color(depth, color)

8 depth < registration__get_ depth(depth, color)

9 pc «— create_point__cloud _from_rgb_d(depth, color)
10 face_pc <+ get__face(pc)
11 transform__matriz < fast_pc_registration(model__face_pc, face_pc)
12 local_model < transform(transform_matriz, model _no_ face)
13 reconstructed_ pc < merge__pc(local _model, pc)
14 end

Algorithm 2: Description of the proposed volumetric reconstruction algorithm for
single RGB-D capture.
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The get_ face() function is a fast simple algorithm which gets the point with maximum
7, which in most of the cases will be the edge of nose, and then returns the neighbors
of the nose point, which includes the eyes and mouth. This function is used to further
optimize the computation efficiency of the registration between the model and the in-
put live volumetric stream. If the nose is not found using the described heuristic, the
global registration with the complete model and input frame is performed, without loss
of accuracy.

The registration steps in lines 7 and 8 of algorithm 2 makes the alignment between
the captured RGB and Depth frames. It’s interesting to note that the capture rate of the
color and depth frames of the Kinect 2 device are the same, but the timestamps of the
color and depth frames differ in the range of 10ms to 20ms, which is less then a frame
period which is approximate 33ms at 30fps, but still makes the registration of the RGB
and Depth frames important, especially for high speed movements.

The global registration method used to align the model to the input frame (line 11 of
algorithm 2) is the one proposed by Zhou et at [58].

Figure 3.9, in the left, shows the extracted face of a human model (line 2 in algorithm
2), a model without the face in the center (line 3) and a single input RGB-D frame’s face
in the right (line 10 in algorithm 2).

Figure 3.9: Face segmented from the model (left), model without face (center) and face
from single RGB-D frame.

Finally Figure 3.10 shows the reconstructed point-cloud (line 13 in algorithm 2). It’s
possible to notice that in the picture there is a small color temperature difference between
the model (more sun was coming through the window at the moment of the capture) and
the selected RGB-D frame. Also, there are scaling and blending artifacts, which can be
clearly seem in figure 3.11. A blending issue is found where the hair starts in the head,
caused by the under sampling near the edges of an object, and a small scaling issue is

noted, caused by distances changes between the user and the camera.
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Figure 3.10: Reconstructed point-cloud using the proposed reconstruction from single
view RGB-D input.

Figure 3.11: Reconstructed volumetric video frame from single RGB-D sensor where it’s
possible to notice scaling misalignment and blending artifacts.

More specifically, our system is a computationally fast volumetric video system that
reconstructs 3D representations of the speakers in real-time using a consumer CPU, with
room left for optimization like GPU processing offload. The proposed method allows a
better mixed reality experience when compared to incomplete and open object volumetric
representation produced by using just one RGB-D capture device. Our proposal aims to
recreate a complete volumetric representation of each person in the teleconference session.

Our tests show that each captured frame is processed, on average, under 33ms (the
CPU used was a 16-core Intel Xeon E5-2620 at 2.1GHz). This acquisition and processing
time guarantees that a 30fps input can be processed in realtime.

Similarly to methods that represent a complete human body (eg. [22]), the proposed
algorithm can be extended to capture different types of objects, for which the changes
occur mostly in one side/face of the object.

Currently, we are working to fix illumination, scaling and blending issues. Scaling
issues are being addressed by simple object to camera distance measurement and model
re-scaling, while illumination issues will be compensated by using the information from

lighting changes during the communication. Finally, the blending artifacts will be removed
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by a voxelization technique in development, which gives more priority to voxels from the
live captured frame than a model voxel in the voxelization process. Important to note
that this work was done without any explicit voxelization processing. Up to now, we
assume that the density of points and the point-cloud point size representation are well
balanced in order we cannot see holes in a displayed object.

One objective is to also evolve the system to create the model on-the-fly, as the user
changes the pose, an internal volumetric representation of the user is constructed. Also,
we intent to perform the reconstruction of the full body, instead of just the head, by using
body joints information geometry.

Concerning the objective quality evaluation of our proposal, in a reconstruction pro-
cess, as we don’t have a reference frame, so a full-reference objective metric has no use
the evaluate the proposed system. We are working on a no-reference quality evaluation

metric for point-clouds to better evaluate the quality properties of this proposal.

3.4 Global Motion Estimation

Among the currently available codecs for volumetric video, there is the work proposed
by Queiroz and Chou’s MCIC (Motion-Compensated Intra-frame Coder) [1] which based
on previous RAHT (Region-Adaptive Hierarchical Transform) [59] and Mekuria’s PCC
(Point-Cloud Codec) [2], both proposals submitted to ISO/IEC/MPEG point-cloud codec
standardization group. Another codec is Google’s Draco [60], which supports both mesh
and point-cloud data structures, but uses a kD-tree structure for encoding the geometry,
instead of an octree-based encoder [10], like used by the other mentioned codecs), and
does not support motion compensation. Dricot et al. [11] further improve octree based
geometry compression by employing octree split decisions based on a Rate-Distortion
Optimization process. Our proposal consists of a motion estimation process which uses
the transformation matrix result of the registration between a reference frame and a frame
to be encoded. Then, the transformation matrix is encoded as a volumetric video motion
frame.

It was made an evaluation of the suitability of the available codecs for use in live mixed
reality experiences. We analyzed the computational efficiency and the picture quality
of the compressed volumetric media, and selected an octree-based compression for the
geometry and the RAHT for color coding. For an estimate of the size of an independent
point-cloud frame, we used the PointCloudLibrary [61] octree-based compression for the
geometry and the RAHT public implementation? for color coder. Octree is the structure

used by most works for geometric encoding and RAHT is a state of the art point-cloud

2RAHT public implementation: https://github.com/digitalivp/RAHT/
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color coder. As example, we selected a point-cloud with 72383 points and voxel size of
0.0023m? (very high resolution 8i samples uses 0.001>m?) to perform an encoding and
decoding process, as shown in fig. 3.12. The geometry of the point-cloud compressed
with an octree-based point-cloud compression [10] presented an 4.636 bits/point (bpp)
rate, and total size of 41946 bytes. The color compression of the point-cloud using RAHT
provided 3.942 bpp and total size of 35672 bytes. Then the total frame of the point-cloud
is 77618 bytes (41946 bytes of geometry plus 35672 bytes color), and the coding rate is
8.57 bpp.

Figure 3.12: Point-cloud before compression (left) and the resulting point-cloud after
compression and decompression (right).

Considering state of the art of point-cloud inter-predictive frame coding, like [2] and [1],
both proposes voxel motion estimation, and [2] also proposes to use rigid transformation
(like our proposal) as optional motion estimate predictor, but our proposal applies a fast
global registration method [58], instead of a local one, like the much used ICP (Interactive
Closest Point) algorithm [62], and provides higher compression than voxel (or macroblocks
of voxels) based motion estimation.

Our initial proposal and implementation is based in Algorithm 3, which describes a
volumetric video encoding procedure where our proposal for global motion estimation
is used. The encoding process consists of loop where every time a new frame is to be
encoded, an objective metric (P-PSNR [45]) is used to decide if the frame will be encoded
with the octree/RAHT coder or if our motion estimation should be used to encode the
volumetric frame.

Our proposal performs motion estimate of whole objects, instead of individual voxels,
by using a transformation matrix. We carried simulations using the 8i data-set [57], with
the “soldier” volumetric video sample in order to define the P-PSNR threshold, present
in Algorithm 3, line 6. We used 1 second of “soldier” 8i volumetric video, samples 730 to
759 and 36db was chosen as the P-PSRN threshold, which presents good quality balance
between intra (octree + RAHT) and motion frames, while introducing minor artifacts to
a human perception. The experimental data of P-PSNR calculation in the 1s volumetric

video frame is shown in Table 3.1
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Input: input_ frame
Output: encoded frame
reference__frame < current__frame
first_encoded__frame < octree_raht__encoder(current__frame)
while encoder _status = running do
current__frame < input__frame
P_PSNR<«+ P_PSNR_CALC(reference_ frame,current_ frame)
if P PSNR > P _PSNR_ threshold then
encoded__frame <
get_transformation(reference_frame,current__ frame)
end
else
encoded__frame < octree_raht__encoder(current__frame)
reference__frame < current__frame
end
end

Algorithm 3: Proposed global motion estimation algorithm pseudo-code using P-
PSNR objective metric for decision taking if a frame is encoded as a motion estimated
frame or stardard octree/raht encoded frame, without other frame dependency.

Figure 3.13: A view of the volumeric video frame 750 of the “soldier” 8i data-set.

The “soldier” example shown in Figure 3.13 has 1,090,105 points and at an encoding

rate of 8.57bpp (prior explained in this section), each frame will have an average of 1,168

kB. Our proposed motion estimation is very small, composed by the 4x4 transformation

matrix, where each element has 4 bytes, which without compression leads to a 64 bytes

of size. The 1s volumetric video example when encoded with octree/RAHT have bitrate
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Table 3.1: Experimental measures of P-PSRN in the context of a video encoding pipeline.
Ref. means the frames selected as reference frames (or Intra frame)

frame number | P-PSNR (reference,current) in db | encode type
730 reference frame Intra

731 38.0498 Motion
732 35.2792 Intra (ref)
733 40.0237 Motion
734 37.3394 Motion
735 35.4315 Intra (ref)
736 40.6584 Motion
737 37.8292 Motion
738 35.9750 Intra (ref)
739 39.3950 Motion
740 36.5353 Motion
741 34.8736 Intra (ref)
742 39.6583 Motion
743 36.5525 Motion
744 34.5020 Intra (ref)
745 39.3783 Motion
746 36.1884 Motion
747 34.2878 Intra (ref)
748 38.8505 Motion
749 35.9079 Intra (ref)
750 38.9596 Motion
751 36.1311 Intra (ref)
752 40.6864 Motion
753 39.7609 Motion
754 35.3871 Intra (ref)
755 40.6864 Motion
756 38.4042 Motion
Y 36.9784 Motion
758 36.0616 Motion
759 35.3823 Intra (ref)
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of 1,168 x 8 x 30 = 280Mbit/s. In our proposal, for the same 1s, it is encoded 11 of the
30 frames as octree/RATH, and the 19 other frames are encoded as motion estimated,
which results in a bitrate of (1,168 % 8 % 11) 4 (64 % 19) = 104Mbit/s, and the rate of the
bits per point is 3.18bpp. The bitrate reduction of more than 60%.

The proposed global motion estimation encoding has the limitation that it uses global
motion registration, so deformable bodies are not well represented, leading to a small
decrease of the smoothness of the volumetric video playback. So, the coding of residuals
after the registration is being evaluated to increase the quality of important areas of
each frame (like the face in a human). The coding of residuals, which are the voxels not
represented (or represented in a wrong location) by the transformation, may also increase
the number of motion frames, as we expect a higher P-PSNR value with the addition
of the residual coding, which would lead to an improvement of quality. We are working
on the segmentation of an object based of the object’s moving joints to better represent
movements of deformable bodies. Mekuria mentions in his point-cloud codec text [2] that
rigid transform based motion estimation “is important to reduce the data volume at high
capture rates” and “can typically save up to 30% of bitrate”. The savings of the proposed
algorithm in the example exceeds 60%.

We are working also on a methodology to evaluate the quality of the proposed motion

estimation encoding in comparison to other proposals.

3.5 Adaptive point-cloud transmission method

Hosseini [60] proposes a pruning approach to sub-sample a 3D point-cloud in order to
reduce the bandwidth needed to transmit this data. Park and Chou [63] proposed to
subdivide a volumetric object in 3D tiles and then adjust the level of detail of each tile
according to the user’s distance and the region of interest. Moreno and Chen [64] adopted
the traditional octree structure to compress the object geometry, which is a technique
that was also used in other mentioned publications in this section, while adjusting the
compression ratio of the octree in response to the network throughput changes.

We explore the possibility to do a voxel downsample, by increasing, for example, a
13mm? resolution to 23mm?, 33mm? and so on. The downsampling is performed as a
reaction to an improving or worsening condition of the network. This way it is possible to
encode (or pre-encode) point-clouds using different resolutions, but without introducing
holes by using a voxelization process, and in the same time prevent the a disruption to
a mixed reality experience. The proposal is described in Algorithm 4. This solution is

similar in essence to adaptive video streaming, like MPEG-DASH (Dynamic Adaptive
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Streaming over HT'TP) [65] where the player selects among different video resolutions to

adapt to network conditions.

Data: Player status
Result: Downsampling decision taking

1 while transmission = occurring do

2 receiving_status < get__current_network__status();
3 if playback status() = risk_of empty buffer then

4 ‘ decreate__pc_resolution();

5 end

6 else

7 | increate_pc_resolution);

8 end

9 end

Algorithm 4: Description of the proposed network adaptive point-cloud transmission
system.

In this proposal, volumetric frames are encoded or pre-encoded in different resolutions.
The player informs the emitter to reduce or increase the point-cloud resolution, based on
internal receiving status. If the player decides a better resolution can be tried, the emitter
increases the resolution, and otherwise, if the player notice the receiver buffer is reducing
with a risk of playback cuts, the resolution is decreased, like described in Algorithm
4. The player must have an internal long term network predictor to prevent the switch
between two resolutions near the limit of the capacity of a network. Also, after the
player reaches the highest or lower resolution, further calls to increate_pc_ resolution()
and decreate pc_ resolution(), respectively, have no effect.

Figure 3.14 shows the 8i sample, frame 1124 of “longdress”, in resolutions of 13mm?
(809,783 voxels), 23mm3 (224,821 voxels), 43mm? (58,772 voxels), 83mm? (14,880 voxels)
and 16>°mm3 (3,629 voxels). The bitrate of each resolution, considering a 8.57bpp rate
and 30fps, are respectively: 208 Mbit/s, 57 Mbit/s, 15 Mbit /s, 3.8 Mbit /s and 933 kbit/s.

The implementation of this proposal is in advanced stages, but still without simulation
results yet. We plan to implement this algorithm integrated to the MPEG-DASH [65]
streaming framework to validate our proposal. DASH is the technology used by video
providers like YouTube and Netflix, and until now, there is no proposal in the literature
of using DASH framework to transport volumetric point-cloud data.

We are evaluating the possibility to separately encode regions of a point-cloud, allowing
DASH requests, for example, to download only regions which are in the field of view of an

user. Also, a methodology to compare our proposal to other systems is being developed.
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Figure 3.14: Frame 1124 of the 8i data-set labeled “longdress” in 4 different resolutions
(left to the right): 13mm3, 23mm3, 43mm?, 83mm? and 163mm?>.

3.6 Metric for Volumetric video quality evaluation

Albeit being a relatively new area, there are already some objective quality metrics that
have been proposed to assess the quality of volumetric videos. Doumanoglou et al [43]
provides a fairly complete evaluation methodology which considers the importance of the
object geometry, the texture (color) resolution, and also the latency. Desai et al. [42]
proposes a quality evaluation method for human bodies volumetric representations that
are based on global parameters, like holes and missing parts of the human body and
local factors, such the details of the face. Both work uses deep learning techniques to
obtain a final quality score prediction and don’t use reference frame. Torlig [46], on the
other hand, proposed the use of already known 2D image metrics to be applied to 6
orthographic projections of a 3D object. Torlig’s method was developed for full-reference
objective quality evaluation, and among the tested PSNR (and variations), SSIM, MSSIM
and VIFP metrics, MSSIM and VIFP performed best.

In order evaluate the quality achieved by the proposals in this work, we are adapting
Desai’s quality evaluation method to work with voxelized point-clouds, considering it was
initially created for evaluating open human meshes. Desai’s approach is able identify holes
and artifacts annoying to a human in an open human mesh, without a reference frame.
When capturing the world in 3D its difficult to have a reference volumetric frame due

to the imperfections of the capture system, so an objective metric which uses a reference
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(full-reference quality metric) to compute the distortion or quality level cannot be applied
to evaluate a volumetric reconstruction method. Nevertheless, full-reference metrics can
have usefulness in evaluating the encoding/decoding process of the volumetric content.
The need to use a voxelized point-cloud, instead of a raw one, is that it does not make
sense to look for a hole in a continuous 3D surface of a point-cloud, if a point has an
infinitesimal dimension, while a voxel has three dimensions with an specified size. We
carried some initial tests with Desai method for meshes, and now we are working to
adapt it to run on voxelized point-clouds. This metric uses deep learning, and, if needed,
we will re-train the network values, otherwise, we’ll use the already trained neural network
obtained by Desai if they prove to be good enough and matches with good confidence the

subjective perception of a human.

29



Chapter 4
Conclusions and Future Work

In this chapter we present the conclusions already taken from the work, and further work

to be done.

4.1 Current conclusions and further work

We realized that apart of many developments in the field of volumetric video and point
clouds, many work needs to be done. As an example, no point-cloud format contain na-
tive support for storing the voxel dimensions, and volumetric image visualizers also have
support for voxelized point cloud presentation. As symptom of the absence of such tools,
the 8i document sent to the ISO/IEC/MPEG [57] point-cloud working group with exam-
ples of voxelized point-cloud bodies, showed a volumetric frame in a tool (MeshLab) that
cannot correctly display a voxelized point-cloud, as shown in Figure 4.1. As part of this
work, we will make an evaluation with different voxelization techniques and implement a
proper player for voxelized volumetric video, so subjective analysis can be carried without
undesired artifacts.

To be able to reconstruct a volume, the RGB-D capture device needs to have filters
applied if we want to have a good quality with the available consumer grade equipment.
The missing values for a captured depth map from a RGB device was addressed in Sec-
tion 3.2, but other capture artifacts also need a solution, for example, in a scene with
movement, there is an artifact presented in Figure 4.2. It’s clearly possible to see colors
not belonging to the object in the borders. We will work on a filter to attenuate this kind
of artifact also.

In the case of our implementation of volumetric reconstruction using a single RGB-
D capture device, we also realized that, apart of the registration step, an improvement
related to lighting changes, scaling issues and the blending of the model with single view

frame needs to be addressed. The first two problems are being addressed through an

30



D oPHES ¢ BT RSSO XA

Figure 4.1: Visualization example given by 8i of a voxelized point-cloud, but clearly
presenting holes.
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Figure 4.2: RGB-D frame viewed as a point-cloud where a border artifact caused by
Kinect’s RGB and depth misalignment.

algorithm to monitor and compensate light changes, and scaling issues are being solved
through to use of the distance information between an user and the sensor. The blending
problems will be addressed with the development of a smart voxelization procedure which

will correctly blend point clouds into one voxelized point cloud. The blending will be able
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to prioritize selecting voxels from one point-cloud over another, which is important for
our reconstruction method from single RGB-D input and also for any future work with
multiple RGB-D capture devices working in parallel.

Concerning the global motion estimation proposal, it showed great initial results, with
up to 60% of bitrate gains over the individual compression of point-cloud frames using
Octree for geometry coding and RAHT for color coding, without any motion estimation.
Our method for global estimation also has challenges we are working on, for example,
how to represent and correctly break articulated objects in different rigid motion trans-
formations. We will also propose a methodology on how to evaluate the quality of the
created point-cloud in comparison other voxel and macro-voxel based motion estimation
proposals. We will perform quality analysis in relation to same bitrate point-clouds cre-
ated using state of the art motion estimation algorithms. Another important evaluation
is to check the possibility to run other motion estimation implementations in real-time in
consumer grade hardware.

Concerning the network adaptive point cloud streaming method, we proposed an adap-
tation layer which can react to network worsening or improving conditions, by decreasing
or increasing the resolution of the point-cloud, respectively. This algorithm tries to pro-
vide always the best possible resolution to the user, while at the same time avoiding
playback cuts. Our proposal is being integrated to a MPEG-DASH [65] transmission in-
frastructure, but other solutions like RTP (Real-time Transport Protocol) are not ruled
out, if lowering latency becomes critical. We are also working on evaluating the overall
performance and quality of the point-clouds created by our system. Finally, other types of
down-sampling are being considered, which could take in consideration regions of interests
or users’ most common view ports.

The development of a reliable methodology to evaluate the proposed 3D reconstruc-
tion method and the motion estimation algorithm is an important part of this work. At
the moment we are working on implementing and adapting the no-reference metric of
Desai’s [42] to run on point-cloud instead of mesh. Testing Queiroz’s full-reference objec-
tive metric for point-clouds, which uses 2D image quality evaluation metrics in projected
images extracted from a point-cloud or mesh, are also in consideration. The goal of test-
ing different 2D image metrics together with the projection method is to evaluate if best
performance metrics for 2D image are also good for evaluating point-clouds through some
projected images. We plan to carry a subjective point-cloud quality assessment experi-
ment with the tools which are being developed for visualization. Also a methodology for
evaluating a mixed reality volumetric video presentation will be evaluated.

Among other problems to be addressed with current consumer grade hardware for

properly capturing a 3D object are:
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e Customer-grade RGB-D sensors cannot be controlled by an external master clock,

which can cause capture misalignment and drifts;

e Internally automatically adjusted RGB camera parameters differ among the capture

devices (for example, brightness can be different between cameras);

e There can be interference between sensors, since these sensors obtain the depth from
a process that analyzes the feedback of an IR emission, which can be interfered by

emissions from other sensors.

We consider this work will contribute to a broader adoption of volumetric video and

its use in Mixed Reality experiences.

4.2 Work plan schedule

The work plan schedule is based on dead-lines, as many of the work is occuring in parallel.

We base our schedule in the tasks outlined in Figure 4.3.

Point Cloud creation
{Improved voxelization)
Depth and RGB 3> (3D reconstruction from a

RBG stream | Reglstration single:capture device) ~A Point Clouds
Registration > Volumetric Video
/ * (Global Motion | Reconstruction
w Estimation) -

Depth stream Camera parameters

1! Hole filling

| (Depth from Color)

RGB-D capture pipeline

RGB-D camera Completed.
Quality evaluation
Transmission (Adapted Desai's
Other synchorized RGB-D capture (Adapti\.r.e approach)
{Waiting the arrival of new sensors) transmission)

Figure 4.3: Diagram of a volumetric pipeline with the contributions proposed by this
doctoral study between parenthesis.

The following deadline dates and activities to be accomplished explain our proposed

work plan.

e November 2018: - Article: “Real-Time 3D volumetric human body reconstruction
from single view RGB-D capture device” accepted in International Symposium on

Electronic Imaging 2019;

e December 2018: Qualification exam;
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January 2019: - Initial version of the global motion estimation fully working and
submission of an article about it to IEEE International Conference on Image Pro-

cessing 2019;

March 2019: Finalization of the development of voxelization techniques for vox-
elizing point-clouds and for merging point-clouds. An improved version of the 3D
reconstruction from single view method is evaluated with the use of an initial ver-
sion of the adapted metric for voxelized point-clouds. The use of the developed
system in a volumetric video teleconference use case will be submitted to a journal

publication;

August 2019: Publication of an article containing all the filters developed during
this work, including the already implemented method for hole filling which uses

color information to recover missing depth values;

October 2019: Tests conducted with new tools, including multi-sensors capture and
Mixed Reality HMD devices for an evaluation and understanding of the outcomes

of this work and improvements to the state of the art this work is contributing;

December 2019: Finalization of the development of all the contributions, including

the adaptive point-cloud transmission method for packet-switched networks;
January 2020: Submission of the thesis;

February 2020: Doctoral degree final exam.
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Supplement 1

Article Reconstruction

Abstract of the accepted article in the International Symposium on Electronic Imaging
2019.

Recently, volumetric video based communications have gained a lot of
attention, especially due to the emergence of devices that can capture
scenes with 3D spatial information and display mixed reality

environments. Nevertheless, capturing the world in 3D is not an easy task,
with capture systems being usually composed by arrays of image sensors,
sometimes paired with depth sensors. Unfortunately, these arrays are not
easy assembly and calibrate to non-specialists for use, making their use in
volumetric video applications a challenge. Additionally, the cost of these
systems is still high, which limits their popularity in more mainstream
communication applications. This work proposes a system that provides a way
to reconstruct the upper body of a human speaker from single view frames
captured using a single RGB-D camera (a Microsoft’s Kinect device). The
proposed system generates volumetric video frames with a minimum number of
occluded areas and missing body parts. To achieve a good quality, the
system prioritizes the data corresponding to the participants’ head,
therefore preserving important information from speaker’s face. We plan to
compare the quality of the proposed system with previous systems. Our
ultimate goal is to design an inexpensive system that can be used in 3D
telepresence conference applications and even on volumetric video talk-show

broadcasting application.
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